ABSTRACT

For efficient operation, as well as to avoid operating conditions that can cause damage, fuel cells require a control system to balance fuel and air supply and electrical load. The need to maintain signal constraints during operation, combined with importance of unmeasured variables such as internal stack temperature or fuel utilization, indicate the need for control-oriented models that can be used for estimation and model predictive control. In this paper, we discuss the development of a control-oriented dynamic model of a solid oxide fuel cell stack. Using a detailed physical model as a starting point, we demonstrate the utility of a linear parameter varying (LPV) model structure as a mechanism for model reduction. A novel feature is a non-parametric method for determining the scheduling functions in this model.

INTRODUCTION

Fuel cells are devices that enable the direct conversion of chemical energy into electrical energy, with a theoretical conversion efficiency much higher than for heat engines [1, 2]. The main component of a cell is an anode/electrolyte/cathode structure, which is exposed to fuel on the anode side and an oxidant (usually air) on the cathode side. Solid-oxide fuel cells (SOFCs) utilize a ceramic oxygen-ion conducting electrolyte. Oxygen ions are formed at the cathode, which migrate through the electrode. At the anode, these ions react with hydrogen and carbon monoxide to produce water and carbon dioxide, as well as releasing electrons that flow through an external circuit back to the cathode. A particular characteristic of SOFC fuel cells is their ability to operate on hydrocarbon fuels with either internal or external reforming, eliminating the need for hydrogen storage.

To operate at multiple power levels, fuel cells require a control system to balance the fuel and air supply, as well as the electrical load. This is important both to achieve high efficiency, as well as to avoid operating conditions that can damage the fuel cell, such as excessive temperature or temperature gradients [3], coking [1], and anode reoxidation [4]. Because of these important operating limits, as well as the strong interaction between input variables, model predictive control (MPC) is a natural choice for control implementation.

However, to implement model predictive control, a control-oriented model is needed that captures the dominant input-output behavior. One way to develop such a model is a physics-based component model using flow characteristics, lumped-volume manifold filling dynamics, simplified electrochemistry, and simple diffusion, transport, and heat equations. Such a control-oriented modeling of proton exchange membrane (PEM) fuel cells has been explored in [5] and for SOFCs in [6]. However, when choosing which physical effects to include, it is often difficult to balance simplicity with fidelity. Another way to obtain a control-oriented model is to fit low order empirical model structures to experimental data, and this has been utilized for PEM fuel cells in [7, 8]. However, this approach fails when there are important model variables (such as internal temperatures or fuel utilization) that cannot be measured.

An alternative approach is to start with a high order physically-based model, and use model reduction to obtain a control-oriented model. This control-oriented model will have a low number of states but capture the dominant system dynamics accurately over a range of frequencies and operating points. In
of DAE form, complicating the subsequent model reduction. Secondly, a data-based model will be close to the best linear approximation of the nonlinear system as measured over the amplitude and frequency range of the experimental input, whereas a linearized model has no corresponding approximation qualities.

The data collection proceeds as follows. A set of operating points \((\bar{u}_i', \bar{y}_i'), i = 1, \ldots, m\), are chosen that span the desired operating range. A small signal input sequence \(\delta u\) is designed with frequency content that matches the expected system bandwidth. This input is applied at each operating point \(u = \bar{u}_i' + \delta u\), and the small signal response \(\delta y = y - \bar{y}_i'\) is recorded.

From this data, reduced order models of the small signal behavior are identified. In order to take advantage of possible repeated modes between operating points, we will combine the small signal models into a single model, as shown in Fig. 2. Thus, in what follows, we will take the output of the identified system as \(\delta y = [\delta y_1 \delta y_2 \cdots \delta y_m]^T\).

Our method to fit a low order model to the data comes from the subspace identification methods (see e.g. [9]), and is briefly summarized here. Given a collection of input/output measurements \((\delta u_k, \delta y_k), k = 1, \ldots, N\), we wish to find a linear time-invariant (LTI) system in state space form,

\[
\begin{align*}
x_{k+1} &= \Phi x_k + \Gamma \delta u_k \\
\delta y_k &= C x_k + D \delta u_k,
\end{align*}
\]

that can closely reproduce this data, where \(x_k \in \mathbb{R}^n\) is the state vector, and all other vectors/matrices are assumed to have compatible dimensions. To find the parameters of this model \((\Phi, \Gamma, C, D)\), we note that if Eq. (1) did generate this data, then we could write

\[
Y_s = \Gamma x + H_s U_s,
\]
where

\[
Y_s = \begin{bmatrix}
\delta y_1 & \ldots & \delta y_{N-s+1} \\
\vdots & \ddots & \vdots \\
\delta y_s & & \delta y_N
\end{bmatrix},
\]

\[
U_s = \begin{bmatrix}
\delta u_1 & \ldots & \delta u_{N-s+1} \\
\vdots & \ddots & \vdots \\
\delta u_s & & \delta u_N
\end{bmatrix},
\]

and

\[
X = [x_1 \ x_2 \ \ldots \ x_{N-s+1}],
\]

\[
H_s = \begin{bmatrix}
D & 0 & \cdots & 0 \\
C\Gamma & D & \cdots & 0 \\
C\Phi^T \Gamma & \cdots & C\Gamma D
\end{bmatrix}, \quad \Gamma_s = \begin{bmatrix}
C & C\Phi
\end{bmatrix}.
\]

The system parameters are contained in \(H_s\) and \(\Gamma_s\), and could be extracted if these terms were known. Note that in Eq. (2), matrices \(Y_s\) and \(U_s\) are known from the measurements. We can remove the \(H_sU_s\) term by multiplying it by its orthogonal complement \(\Pi_{U_s}^\perp\) as follows:

1. Form \(\Pi_{U_s}^\perp = I - U_s^T (U_s U_s^T)^{-1} U_s\) (Note that \(U_s \Pi_{U_s}^\perp = U_s - U_s U_s^T (U_s U_s^T)^{-1} U_s = 0\))

2. Multiply Eq. (2) from right by \(\Pi_{U_s}^\perp\) to give

\[
Y_s \Pi_{U_s}^\perp = \Gamma_s X \Pi_{U_s}^\perp.
\]

Since \(\Gamma_s\) is a rank \(n\) matrix, we can apply the singular value decomposition (SVD) to \(Y_s \Pi_{U_s}^\perp\) to find \(S\) and \(V\) orthonormal and \(\Sigma\) diagonal such that

\[
Y_s \Pi_{U_s}^\perp = S \Sigma V^T.
\]

An estimate for \(\Gamma_s\) is then taken as the \(n\) first columns of \(S\). (Note that \(\Gamma_s\) is defined only within a coordinate transformation of \(x_k\).) With \(\Gamma_s\) known, we can find \(C\) as the first rows of \(\Gamma_s\), and then determine \(\Phi\) through the shift pattern of \(\Gamma_s\). With \(\Phi\) and \(C\) in hand, \(\Gamma\) and \(D\) are linear in Eq. (2) and can be found via linear least squares.

**Identification of scheduling functions**

From the results of the previous section, we have available the small signal models \(G_i(z)\) for \(m\) different operating points. Thus, each system \(G_i(z)\) models the small signal behavior for one value of the scheduling parameter \(\theta\). Let \(\theta^j\) be the value of \(\theta\) that corresponds to the operating point for system \(G_i(z)\). In this section, we describe how the scheduling functions \(f_i(\theta)\) are selected to match the system response to a large signal experiment. This experiment must perturb the model’s inputs with signals of sufficiently large variation that during the experiment the system moves across all operating points.

Rather than using a parameterized basis expansion of \(f_i(\theta)\), the estimate of \(f_i(\theta)\) will be found directly in terms of the function values. Specifically, the scheduling parameter \(\theta\) is quantized into a fixed number of “bins” with centers \(\bar{\theta}^j, j = 1, \ldots, \ell\), and our objective will be to estimate the values for \(f_i(\bar{\theta}^j)\) for all \(i, j\) as shown in Fig. 3. In other words, the set of values \(f_i(\bar{\theta}^j)\) for all \(i, j\) become the parameters to be identified. Note that the \(\ell\) can be much larger than \(m\). Once these values have been found, the functions \(f_i(\theta)\) could be represented by an appropriate interpolation of these points. Given a measured scheduling sequence \(\vec{\theta}_k\), let \(\hat{\theta}_k\) be the quantized scheduling sequence, such that for all \(k\), \(\hat{\theta}_k = \bar{\theta}^j\) for some \(j\), and \(||\theta_k - \hat{\theta}_k||\) is minimized, where \(||\cdot||\) is the Euclidean norm.

Since \(G_i(z)\) is known, the signals

\[
\delta y^i_k = G_i(z)(1 - z^{-1})u_k
\]

can be calculated, where \(u_k\) is the input used in the experiment. The output \(y_k\) and quantized scheduling sequence \(\hat{\theta}_k\) for this experiment are also known. Our objective is to select the values of \(f_i(\bar{\theta}^j)\) such that \(\delta y_k \approx \delta \hat{y}_k\), where \(\delta \hat{y}_k\) is the first difference of the measured output

\[
\delta \hat{y}_k = (1 - z^{-1})y_k,
\]

and

\[
\delta \hat{y}_k = \sum_{i=1}^{m} f_i(\bar{\theta}_k) \delta y^i_k.
\]
Clearly, without placing restrictions on \( f_i(\bar{\theta}_i) \), this problem is under-determined. One set of constraints on the scheduling functions come from their definition: they should range from 0 to 1, and the sum of the scheduling functions over \( i \) for any \( \bar{\theta}_i \) should always add to one. In addition, we require that the functions be sufficiently smooth, where as a measure of smoothness, we use the dispersion function which was introduced in [10] for nonparametric identification of nonlinear systems. The dispersion function is a smoothness measure for functions that are described point-wise, and is closely related to total variation. As described in [10], it can be extended to multi-dimensional functions, but for simplicity we will restrict to scalar \( \bar{\theta} \) here. Given a point-wise description of a function in terms of points \((\bar{\theta}_i, f(\bar{\theta}_i))\), let

\[
D(f(\bar{\theta})) = \sum_{j=1}^{l-1} L_j^2
\]

be the dispersion of \( f \), where \( L_j \) are the lengths of a linear interplant of \((\bar{\theta}_i, f(\bar{\theta}_i))\), as shown in Fig. 3. Note that the dispersion is a quadratic function of the values of \( f(\bar{\theta}_i) \).

By solving the following optimization problem, we find the values of the scheduling functions \( f_i(\bar{\theta}_i) \) for all \( i, j \) that minimize a weighted sum of the fit error and the dispersion, subject to the constraints:

\[
\begin{align*}
\min_{f_i(\bar{\theta}_i)} & \sum_{k=1}^{N} ||\delta y_k - \delta \bar{y}_k||^2 + \beta \sum_{i=1}^{m} D(f_i(\bar{\theta}_i)) \\
\text{subject to} & \quad 0 \leq f_i(\bar{\theta}_i) \leq 1 \\
& \quad \sum_{i=1}^{m} f_i(\bar{\theta}_i) = 1 \\
& \quad f_i(\phi_i) = 1
\end{align*}
\]

where \( \beta \) is a user-defined parameter. Since the dispersion is a quadratic function of \( f_i(\bar{\theta}_i) \), this is a convex optimization problem, and can be easily solved using modern optimization packages as a second order cone problem.

**SOFC STACK MODEL**

In this section, we discuss the detailed physical model of the SOFC stack which is to be reduced using LPV model structure.

Solid oxide fuel cells (SOFC) can be operated with a variety of fuels, including hydrogen, CO, hydrocarbons, or mixtures of these. This is possible because of the relatively high operating temperatures, \( 600 \text{ – } 800^\circ \text{C} \), and, at least in conventional SOFC anodes, the use of transition metal catalysts that promote the water-gas-shift (WGS) reaction as in Eq. (7):

\[
\text{CO} + \text{H}_2\text{O} \rightleftharpoons \text{CO}_2 + \text{H}_2
\]  

and steam reforming, which for methane may be written globally as Eq. (8):

\[
\text{CH}_4 + \text{H}_2\text{O} \rightleftharpoons \text{CO} + 3\text{H}_2
\]

If sufficient steam is produced electrochemically at the anode-/electrolyte interface by the reaction as in Eq. (9):

\[
\text{H}_2 + \text{O}_2^- \rightleftharpoons \text{H}_2\text{O} + 2\text{e}^-
\]

then reforming and shifting can, in principle, lead to full (if indirect) electrochemical oxidation of a hydrocarbon fuel [11].

Figure 4 illustrates the nominal geometry for an anode-supported tubular cell [12]. The central component of a cell is the membrane-electrode assembly (MEA), which consists of an electrolyte sandwiched between an anode and a cathode. The electrolytes are oxygen-ion conductors but are impervious to gas flow and have negligible electronic conductivity. The anode is the electrode on the fuel side and the cathode on the air side. The electrodes must be electronic conductors and may also serve as a catalyst or electro catalyst. As illustrated in Fig. 4, the anode and cathode are connected by an external circuit [12].

SOFCs involve complex physicochemical processes. Oxygen is electrochemically reduced at the cathode-electrolyte-air three-phase boundary (TPB). In global terms, electrons from the cathode react with oxygen molecules in the air to deliver oxygen ions into the electrolyte via a charge-transfer reaction:

\[
\text{O}_2(g) + 4\text{e}^- = 2\text{O}^{2-}(e)
\]

The three phases are denoted as (g) for the gas, (c) for the cathode, and (e) for the electrolyte. Oxygen ions migrate through the electrolyte via a vacancy hopping mechanism toward the anode-electrolyte-fuel TPB, whereupon they can participate in the electrochemical oxidation of fuels. For example, a global \( \text{H}_2 \) oxidation may be written as in Eq. (11):

\[
\text{H}_2(g) + \text{O}^{2-}(e) \rightleftharpoons \text{H}_2\text{O}(g) + 2\text{e}^-(a)
\]

where the gas-phase \( \text{H}_2 \) reacts with the \( \text{O}_2 \) from the electrolyte to produce steam in the gas phase and deliver electrons into the anode. As long as a load is connected between the anode and cathode, the electrons from the anode will flow through the load back to the cathode, therefore, electric current, \( i \), will flow through the circuit as shown in Fig. 4. By convention, the direction of electric current, \( i \), is opposite to that of the electron flow.

**Model Development**

The high order fuel cell model uses the differential algebraic equation solver IDA to solve time dependent conservation equations for the fuel channel flow, porous-media transport, MEA temperature, heterogeneous chemistry, and electrochemistry. Fuel channel flow is modeled with a series of perfectly stirred reactors. Species fluxes within the anode are calculated using the Dusty Gas Model. Heterogeneous chemistry inside the anode is modeled with global reactions for steam reforming and
the water-gas-shift reaction. Modified Butler-Volmer equations describe the electrochemistry occurring at the cathode and anode triple phase boundaries. The model neglects cathode gas composition variations because the cathode is very thin in comparison to the anode. Due to significant mixing, the air flow is modeled with a single perfectly stirred reactor [11].

The fuel cell model is based on an anode supported tube consisting of a Ni-YSZ anode, YSZ electrolyte, and LSM-YSZ cathode. The fuel channel inlet consists of an equilibrium mixture of methane and air at 800°C with an Oxygen-to-Carbon ratio of 0.5. The model captures flow and thermal dynamics, which are on the order of seconds and hundreds of seconds, respectively. Flow response consists of gas diffusion through the anode and gas flow through the fuel channel. The heat capacity of the tube and air flow controls the thermal response. The only dynamic not captured is the double layer charging between metal and ceramic particles. This dynamic is assumed to be negligible because the characteristic time is on the order of milliseconds.

For system identification and control purposes, we consider the solid-oxide fuel cell (SOFC) stack as a system with three inputs and four outputs, as shown in Fig. 5. We consider an ideal stack where all of the tubes have the exact same conditions. Thus, a tube model is developed for a single anode-supported tube with fuel flowing through the inside of the tube and air blowing around the outside. Stack power and flow rates are found by taking results from the tube model and multiplying by the number of tubes.

RESULTS

In this section, we explain the steps used to identify a multi-input multi-output (MIMO) SOFC stack model.

We consider 3 inputs and 4 outputs for the SOFC stack model. The inputs are Fuel Flow Rate (Kg/s), Cell Voltage (volts), and Air Flow Rate (Kg/s). The outputs are Current (amperes), Hydrogen Concentration in Fuel Flow Exhaust (mole fraction), Average MEA Temperature (Kelvin) and Temperature of Air Flow Exhaust (Kelvin). The block diagram of the SOFC stack is shown in Fig. 5.

From preliminary step experiments, we find that there is a large difference in the time constants associated with system outputs. The current output has the smallest time constant and is of the order of a fraction of a second. However, Hydrogen concentration and output temperatures have much larger time constants. Time constant for Hydrogen concentration is of the order of 4 – 5 seconds and for output temperatures is of the order of minutes. Therefore, the initial small signal experiments need to perturb the system inputs over three different frequency bands.

The model is interrogated with test signals which are suitable for model identification. These test signals have two important aspects, the first is the shape or waveform of the signal and the second is its power spectrum or frequency content. These test signals are added to the manipulated inputs (MPs) of the open-loop process in order to move the process up and down around a working/operating point, therefore, the mean value of the test signals should be zero or close to zero. Among different types of test signals, the pseudo-random-binary-sequence (PRBS) is one of the most popular ones [13]. This is called a pseudo-random because it is a deterministic signal yet its autocorrelation function can resemble the autocorrelation function of a white random noise with zero mean.

Because the dominant system’s time constants can be separated between the electrical, exhaust composition, and thermal outputs, the small signal identification can be approached as the identification of three different systems: one with current, one with exhaust composition, and one with MEA and exhaust temperatures as the outputs. Three different experiments were performed, with the sampling times (i.e. PRBS time constant) chosen as $T_s = 0.0125$ (s) for the current system, $T_s = 0.125$ (s) for the composition system, and $T_s = 1.25$ (s) for the temperatures system. An experiment of 500 samples was performed in each case, with each input perturbed sequentially. Sequential pertur-
In these experiments, we consider four operating points, which are listed in Tab. 1. A short segment of an experiment at the first operating point (OP1) is shown in Fig. 6. In this segment, the fuel flow rate is perturbed while the other inputs are held constant at their nominal operating values. The upper plot shows PRBS signal that is applied to the fuel flow rate. The lower plot is the response of the current. In what follows, we will concentrate on the results for the current output.

Using the resulting experimental data from the model, we are able to identify the combined reduced order model of the SOFC stack model at four different operating points using subspace identification method discussed earlier. Based on a comparison of the model fit, a model size of 8 states was chosen for each $3 \times 1$ or $3 \times 2$ subsystem.

To validate these small signal models, a second perturbation sequence was used, which is shown in Fig. 7. A comparison between the high order physics based model and the low order small signal model for operating point OP1 is shown in Fig. 8. Note that the two curves are indistinguishable.

### Gain Scheduling

As scheduling parameter, we chose the output current. In order to transit between different operating points, we perturb cell voltage system input with a large signal change as is shown in Fig. 9. Solving the optimization problem as described in Eq. (6), we are able to identify 4 scheduling functions corresponding to 4 operating points. These functions are shown in Fig. 10.

Figure 11 shows the estimated output current versus desired (driven from high order SOFC stack model) output current. As it can be seen, the LPV scheme which is based on small signal transfer functions can estimate the output pretty well. However, the estimated output seems to start drifting from the desired output.
put after passing some time. This is because of error accumulation in the integrator and can be corrected significantly by adding a simple predictor to the LPV scheme.

The integrator is modified by the addition of a simple error correction term as follows

$$\hat{y}_k = \hat{y}_{k-1} + \delta \hat{y}_k + k(y_{k-1} - \hat{y}_{k-1})$$

(12)

where $\hat{y}$ is the output of the LPV model, and $y_k$ is the output of the actual system. Since this model is intended to be used on-line during control, the value of the system output $y_{k-1}$ will be available for use.

As it can be seen from Eq. 12, the prediction parameter, $k$, is a free parameter, which we chose to be .01. The effect of adding this drift correction is shown in Fig. 12.

In order to validate the scheduling functions we identified, we perform another experiment to get a new data set for validation. In this experiment we linearly decrease the input cell voltage from 0.80 (volts) down to 0.65 (volts). The output estimate is shown in Fig. 13. We see that the fit between reduced and full order model is quite good.

**CONCLUSION**

In this paper, we have explored the use of a LPV model structure as a mechanism for model reduction of a detailed physical model of an SOFC fuel cell stack.
These preliminary results have only utilized output current as a scheduling parameter, however, it is expected that both current and cell temperature will need to be utilized to determine operating point. In addition, in the large scale experiment, only the cell voltage was perturbed over a wide range. These deficits are being addressed in the work currently underway.
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